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Training Schedule

Metro Foyer Metropolitan Il
7:00 - 8:00AM Registration Breakfast
Metropolitan | & Il
8:00 - 8:50AM Introduction to Aerospike Architecture
Concordia Olympic
9:00 - 9:45AM ‘ Advanced Aerospike Features Cloud-Ready Aerospike Deployments

2:50 - 10:35AM Connector for Kafka and JMS,

Developing with the REST Client Strong Consistency Mode in Aerospike

10:35 - 10:55AM ‘ Break
10:55 - 11:40AM | Designing for Systems of Record and Designing Clusters: Exploiting Rack
Edge-based Systems Aware in Strong Consistency Mode
11:45 - 12:30PM Key Data Modeling Techniques BRI S L R
Aerospike
Metropolitan Il
12:30 - 1:30PM Lunch
Metropolitan | & Il
1:30 - 2:00PM ‘ Conference Welcome and Opening Remarks
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Module Outline

Introduction to Aerospike.
= Aerospike Data Model
= How data is organized in Aerospike — Records, Bins, Sets, Namespaces.
= Storage medium options in Aerospike, Record Location.
Aerospike Cluster
= Cluster formation.
= Cluster state maintenance.
Data Distribution
= Succession List, Partition Table
= Aerospike Client Library and Client connection to cluster.
= Partition Map.
» Node loss and node addition.

Read and Write Transactions

<EROSPIKE
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Introduction to Aerospike

<EROSPIKE
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Introducing Aerospike ...

= Aerospike is a "Record Centric", Distributed, NoSQL Database.
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Relational Data Modeling — Table Centric Schema, 3rdNF

View Table (Saved Query)
EID | Tvamings|pete j
EMPL'OYEE 323 | AslO) 3/2%

DRy o By - 73] Aswoz_[4)/

323 | b6 | ayz \ LikiNe Tabl

{ElDATTID |N NGS
o 32302 TID |DAve CourseID\
. Tof S2A 02| | 142 |3/70/17) ASI01
Rl opagy PRI 113 (4720 ASi02
Onelo May EXD | $$ ) S !
323 | 120
PRIMARY KEY
JOB HISTORY o
JiID |EID | RoLe
2 | 323 |IRE The World Accordinjﬁ RppMS's!
S 3Z3TD¢LEan -
7 B3 SV'G”jW

{
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NoSQL Modeling: Record Centric Data Model

= De-normalization implies duplication of data
» Queries required dictate Data Model
= No “Joins” across Tables (No View Table generation)

= Aggregation (Multiple Data Entry) vs Association (Single Data Entry)
= “Consists of” vs “related to”

EMPIOYEE
EID Name | Addvess | TingsDak Map )
23| PG [xyz | {Astol:307, Asziqr..Y |

[ | /
...——----——--..._____________L_ —

=> UST ALL TRAININGS WHERE EID =323

EMPLOYEE_PIT TRAININGS
|eto | 4% | SN [TiD] oA [ coare | Paicipanflist
’i@ e 2 | 3/17 |Astol | [ 323, 325, 3117

!
= wsT ALL PARTICIPANTS w0 HAVE TAKEN (OURSE=ASIO)

Query Based MopELNG FOR NoSQL DBs.
-
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Aerospike Data Model
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Records and CRUD Operations

= Records in Aerospike are accessed via a User Assigned "Key".
= Arecord holds one or more data items in "Bins".
= Perform record Create / Read / Update / Delete operations via "Key".

I’\{i CRiATE_% | m REfD'*-%

L~

8 C%Jé:ffj
A

<EROSPIKE
11 AEROSPIKE SUMMIT ‘19 | Proprietary & Confidential | All rights reserved. © 2019 Aerospike Inc <EROSPIKE
SUMMIT ‘19



Sets and Namespaces

*= Records always belong to a "Namespace".
= Records may optionally be grouped in a "Set" inside a "Namespace".
= By default, all records belong to the null set.

'key3' | Bin | 859‘3—,
'key2' Bin?ﬂBir:i}
‘keyl'| Binl |BinZ

|'keyq' | Binl |Bins
\keyo' | Bin4
NULL SET (DEFAULT)

" \
NAMESPACE : Nsi
<EROSPIKE
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Namespaces (cont.)

= |[n a "Namespace", we store information related to the key of a record and the
data associated with the record.

= A namespace defines the storage medium for storing this information.

nnsq" "ns2” "ns3” "nogd "

() REY o 6 EY INRO| W @\’e_y_&?

G J.aj| . (J’tM . D :
iRAM Z w @I,A_/ ’RA/V\

. BOTH IN BOTH| N trtr)m
DATA DMDRA A X DATAZBOTH)
-

HYBRID MEMORY ALL RAM ALL FLASH
MODEL MOIDE L MODE L
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Record Digest

= Exploring "Key Info": When you specify a key, e.g., "keyl" — a String, in "setl" to
fetch a record from namespace "nsl1" ....

MOUR KEY  YOUR KeY YOUR. SET
ST e

"keyd'  + TypeERyTE & "Set!
\/ @

I RIPEMI D160
HASH B

L

20 BYTE DIGEST

= Digest is RIPEMD160 hash (160 bits or 20 bytes) of "keyl"+ key type id + set name.

SUMMIT ‘19
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Primary Index (PI)

= Client, sends the "digest" (instead of your key) to the server.

l D|65577‘+ | RECORD METADATA [+ |DATA LOCATION + OTHER \NF&
e N\ ~

M:\pmmmiwnzx

= Server stores the digest along with record storage location information and other
record metadata. This "key info" is the Primary Index (PIl) of the record. Pl is fixed
64 bytes always.

» For the requested digest, server first finds the Primary Index. The PI provides the
record data location. Server then fetches the record data.

= Enterprise Edition stores Primary Index in Linux shared RAM — survives Aerospike
process graceful shutdown and restart (Fast Restart feature).

<EROSPIKE
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Pl - Record Metadata

Record Metadata comprises:

= Arecord's Last Update Time (LUT)

= Generation (GEN), rolling counter, bumps every time a record is updated.

= TTL — Time-to-live is O by default — i.e. live-for-ever (otherwise 10 years max)

PRIMARY |NDEX
LUT |geN TTL\

—
) RECORD STATE —(OK/UNREPLICATED ete)
RECORD ME TADATA (5TRONG CONSISTE NGy MODE ONLY)

\ RECORD ON DIsSK

| —uT GEN‘TTL AN NAME,TYPE,DA'ml...

| iiah
V—

=> WE CAN REBUILD PI FROM DATA ONDIsK
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Pl - Record Data Location

= Data-on-Device (Disk):(8 bytes) Device ID (max 128 devices), Offset (max
2TB), Size (max 8MB).

= Data-in-memory: (8 bytes) Pointer to data in RAM, no 8MB size constraint.
= Data can be in both memory and device.

= Special Case - Data-in-index: If data is on disk & memory & is single-bin
Integer or float, we can store it in the Pl 's memory pointer bytes.

PRIMARY INDEX — DATA LOCATION
}—*—-8 BYTES —t<—— BBYTES —

LID [OFFSeET| 512E[ POINTER or DATA
/
MAY 128 9‘\’8 MAX

DEVYICES 8MB MAY nn

% A7
/ RA A
DeviCE # 2.
LPEV!:.E:H

<EROSPIKE
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Namespaces (cont.)

= Depending on the Data Model, most users define multiple namespaces.
= Namespaces (max 32) are defined when Aerospike is configured.

nnsq" " nszn w ﬂs.a" "n$4"
\ PRIMRRY \ TPRIMARY PRIMARY PRIMARY
|__INDEX | _INDEX INDEX \N DEX
ERETY " + d
annao : D TA s
RAM DATA, LENE fRAM
TE o) ™ [ [gom| i
DATA . “h;‘\ | DATAZIBOTH)
JIN RA £cDs
el FILESYS
N\ HDD
ODEL M
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Aerospike Cluster
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Horizontal Scalability

= Aerospike is a Horizontally Scalable Distributed NoSQL Database. You can
store billions of records, hundreds of terabytes of data.

= Databases running on a single server can be scaled vertically.

VERTICAL SCALABILITY

HORIZONTAL SCALABILITY

* LMITED BY * DYNA MICALLY SCALABLE.
HARDWARE. RAM ¥ RECORDS REPLCATED TO
SAFEGQUARD AGAINST NODE
* NO DATA FAI LURES.
REPLICATION
REQUIRED % EXTEND CAPACITY WITH LOWER_
D5k TOTAL COST OF OPERATIONS (Tco)_
[ RAM RAM RAM RAM
DIk DisK DI% K. Dis K
SERVER SERVER NODE | NODE 2 NODE 3| ., ,
L i 3
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Aerospike Cluster Formation

™ 1 | R | N
A C D ' E
I NIC nc ]| [ nic

= L=l ) L) Lo

¥ HEARTREAT: TCP/IP w/TLSOPTION or MULCTICAST
CARRIES: HYBRID LOGICAL CLOCK + NODE CLOCK_
Si

i ¥ K {
EABRIC : TCP/\P, [TLS OPTION] : DATA TRAFFIC
RECORD REPLICATION, PARTITION M\GRATION, PROXIE

= Aerospike uses a Shared Nothing Architecture (vs Master-Slave).
* Nodes discover each other (Gossip Protocol) and form a cluster (Paxos).

<EROSPIKE
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Aerospike Cluster Maintained using Heartbeat Messages

A

————_—-‘I

B

NIC

——
NIC

1‘#

C

D

NIC

NIC

oy

)

J

=
Nic 11

@ HEARTREAT: TCP/IP w/ TLSOPTION ok, MULTICAST
CARRIES: HYBRID LOGICAL CLOCK + NODE CLOCK.

Cluster membership maintained by periodic (150 ms) exchange of lightweight
"Heartbeat" messages. 10 missed heartbeats = node down.

Heartbeat can be configured to use Multicast or TCP/IP (mesh mode).

May encrypt TCP/IP HB messages using TLS (Transport Layer Security).

TCP/IP (mesh mode) messages exchanged between every node pair.
Multicast — each node sends HB to router, router broadcasts to all nod
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Fabric: The Inter-node Data Layer

A B C O E

NIC NIC NIC ] NIC

| NIC

by 1 ) e
& HEARTREAT: TCP/ 1P w/TLSOPTION op. MULTICAST
CARRIES: HYBRID LOGICAL CLOCK + NODE CLOCK_ V

* ¥ - -

EABRIC : TCP/\P, [TLS OPTION] : DATA TRAFFIC

RECORD REPLICATION, PARTITION MIGRATION, PROX/ES e

e -

= Fabric carries all data traffic between nodes on TCP/IP.

= Latency and bandwidth of fabric will affect performance.

= Aerospike cluster nodes should preferably be on the same LAN.
= Fabric traffic can be encrypted (TLS).

= Coming soon: Compressed data movement on fabric.
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Aerospike Front End

r

[{CLIENTS...
JUGER APPLICATION
AEROSPIKE CL\T:NT LBRARE" =D THREAD
747 A F X% " POLLS EVE%.Y SEC.
B e
INFO ooL.
] NIC | _wNic | NIC NIC ] NIC
[SEED |
A B c D E
Ly ) 11 1
&L[L r——H.B 1 Tl ,r 1§ I
. [ L raRRIC—E

= User Application binds to Aerospike Client Library (ACL), supplied.
= ACL exposes CRUD operations to user application.

= ACL talks to Aerospike Server over TCP/IP using '‘Wire Protocol' — a format
for data and cluster state information exchange.

<EROSPIKE
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Aerospike Front End

- CLIENTS..
USER APPLICATION
AEROSIKE C C‘-‘ENT LERADE =D THREAD

747 A F X " POLLS EVERY SEC.

7@ CONNE‘%ﬂoﬂ
INFO OOL.

|_Nie | |_Nic | [ wic ] ,__I NIC
[SEED |
A B C D E
| ! |' ‘ f‘ 1 | ) ‘
. AR ST YPY Y I

= User Application (via ACL) opens connection to a Seed Node [1].
» Seed node sends cluster nodes connection info to ACL [2].
= ACL opens direct connection pool (~300 connections) to each node.

<EROSPIKE
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Record Digest and Partition 1D

* |[n Aerospike, we have the master record and its replica(s).
= |f Replication Factor = 2, we have Master and One Replica.
= Aerospike stores every record in a "Partition”.

= Aerospike distributes records into 4096 partitions.

= Arecord's Digest uniquely identifies its Partition ID.

= Every node holds Master Records belonging to some partitions and Replica
Records belonging to some other set of partitions.

= ACL can find a record's partition using its Digest, as follows:

(RECORD (USERKEY, SET NAME)

L RIPEMDIEO HASH—>| DlaEST (160 BITS)

(0-4095)

‘ PARTITION 1D [12 B\T's_]j
|
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Aerospike Cluster Formation

— 1T e —
A B C D =
L1 NIC L T NIC | [ nic NIC
1 f ! + 7

¥ HEARTREAT: TCP/ 1P w/TLS GPTION op. MULTICAST

CARRIES: HYBRID LOGICAL CLOCK + NODE CLOCK_

y ¥ 3 T Y
EABRIC : TCP/\P, (TLS OPTION] : DATA TRAFFIC J

t RECORD REPL)CATION, PARTITION MIGRATION, PROX/ES clc

= When a cluster forms (using Paxos protocol), each node is assigned partition
ownership.

<EROSPIKE
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< Data Distribution

<EROSPIKE
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Partition Table Generation — Legacy Algorithm

= For each partition: Hash each Node Id with the Partition ID & sort hash value In
descending order =» Node succession list for that partition.

= Deterministic succession list based on Node ID.
PARTITION TABRLE

AR RI| R2| R3[| R4 [RS

O|R|D I|E |A |C

<| 1| E c} A “D 8
- : : SUCCESS \ION LIST

Yl c [ |A | g |D |ForeremTiont

s D A | R |C

= Node ID is Fabric Port + MAC address of NIC card or user assigned
(recommended).

<EROSPIKE
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Partition Table

= Cluster forms using Paxos algorithm and a Partition Table is generated.
= Each row in the Partition Table is the Succession List for that partition.

5 NDDE CLUSTER , REPLICATION FACTOR (RF)=2

A = c D FE
[ T I ] 1

PARTITION TABLE

5% RI| R2| R3| R4 | RS
O| B |D |E A | C
et ate e

D

c |

[

: o

4yl c | » | A

hods| D | & | A
|
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Partition Map

* First RF # of entries in the succession list yields the Partition Map.
PARTITION TABLE

S RI| R2| R3| R4 | RS
O|lR|D |E |A|[C
1|lElc|A]|D|B

: N | ; .
eyl c |» |A | E |D
95 DI |A | R |C

Koo *“P A
, MAsTER ~ HET )
PART\TION MAP -

<EROSPIKE
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Partition Map

= Every second, ACL tend thread queries each node for Partition Version.
= Cluster change triggers Paxos re-clustering and bumps Partition Version.

= When ACL detects change in Partition Version, it re-builds the Partition Map
by querying each node for its Master and Replica(s) ownership.

— )
1 JICLIENTS.. -
JUSER APPLICATION
AEROSPIKE CLENT LIBRAR ~TEND THREAD
747 2 F % " POLLS EVERY SEC.

L9 FP D By

| Nic ) L_nic | [_wic ] _we ) NIC
[SEED |
A ' B C ]D £
. ) ) }
JTL . S — —
i i FABRIC—L

| - <EROSPIKE
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Partition Map - Losing a Node

5 NDDE CLUSTER , REPLICATION FACTOR (RF)=2 PARTITION TABLE
Al e _;(_jo £ PR o) [ r2| Rz | R4 [ RS
L 8 L § ] olrip |E |A x
1| e | XTA D B
B When a node is lost (e.g., node C), | X T 1A TE D
succession list moves left. 5| DIE |A B IR
B Some partition examples below: _ masierREPLCA

oART\TIoN MAP  (RF=2)

= Partition 1: C was Replica, A becomes new Replica. Partition data migrates from
Master E to A. Two copies of data restored upon completion of migration.

= Partition 4094: C was Master, Replica B gets promoted to new Master. Typically, B
will have full data. A becomes the new Replica. Partition data will be migrated from

from B to A.
<EROSPIKE
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Partition Map - Node Returns

5 NDDE CLUSTER , REPLICATION FACTOR (RF)=2

A B C, D £
L | L ] |
PARTITION TABLE PARTITION TABLE

PR o) [ r2| R3| R4 [ RS PR o | 72| va] Ra | 7o
o|m|p |E |A X olrlp |E |A|c
1| e [¥TA T e ileleclalnls
R 1 I YR T I O s S PO I I O O
409y )&’ﬁa*A"‘E““D ol c | |A |E |D
Y5 DIE A (B K sl D (e [A e [c
MasTer REPLICA M?g%ét%ér:mn
PART\TION MAP (RF=2) PART\TIoN MAP  (RF=2)

= When node C rejoins the cluster with same Node ID, C will come back in the original position
In the succession list . (C will start taking new replica updates if in Master or Replica
position.)

= Existing records' updates are identified using record metadata and changed records migrate
between C and adjacent node, as needed. (Rapid Rebalance — Enterprise Edition onli‘.
<EROSPIKE
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Partition Map - Adding a Node

PARTITION TABLE

6 NODE CLUSTER , REPLICATION FACTOR (RF)=2 -
Al el el o]l [e] [® e gy | Ra| R3| R4 |RS|RG
- — 555 ol B |®|v e |a [c]
i £ LC Alp |
. * - : . AR |
B New node F is added to : I TS SR
the cluster. Wyl c & [B|A | |D
M F may land anywhere in a illo‘ls bl |AlB |C L®
partition's succession list. never REPLCA

PART\TIoN MAP  (RF=2)

= Partition O: Node F joins as Replica, B remains Master and fills data into F (Fill Migration).

= Partition 1: Node F joins as Master, E continues to act as Master till it finishes filling data
into F. When this fill migration completes, F becomes new Master (Master-Handoff).

<EROSPIKE
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Rack Aware Configuration (EE only)

5 NDDE CLUSTER , REPLICATION FACTOR (RF)=2

|
A B : C D E
| 2 ™ ] 1
Rack ID =1 « — | » Rack ID =2
PARTITION TARLE PARTITION TARLE
PR g [ r2| Rz | R4 | RS _ PRe™ g | r2| R3| R4 | RS
olrlp | |Alc Adjust for Rack olmelo lE |A |c
tlelclald e IAwa"e"eS% 1 e [cTald |8
4| c | |A |E |D 4| c | |A |E |D
s (e [A B [C wis| o (DA B [c
rren  TREPLCA T TRePLcA
\ MASTER  KETH MASTER enic
PARTITION MAP  (RF=2) “eRrmimion mAP (&7 <2)

= Nodes A & B declared with Rack ID = 1. Nodes C, D & E declared with Rack ID = 2.

= Partition Map / Succession List: Aerospike modifies the Partition Table such that Master and
Replica are always on different racks.

= Note: Partition 1 — C & A swapped. Partition 4095 — E & A swapped. Actual algorithm has
additional complexities, e.g., handling uniform balancing etc.

<EROSPIKE
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Cluster Capacity

= We have a 6 node cluster: 4096/6 = ~683 master partitions per node.

6 NDODE CLUSTER , REPLICATION FACTDR (RF)=2

Al

B

C

=

E

®

L

|

|

= Lose node F = 5 node cluster: 4096/5= ~819 master partitions per node.
5 NDDE CLUSTER , REPLICATION FACTOR (RF)=2

A

=

&

D

E

|

.

|

|

]

= For a given node capacity (RAM, DISK), as cluster size decreases, each node is
responsible for higher number of partitions, more data.

= When a node is taken out (e.g. rolling upgrade), remaining nodes should be able to

still store 2 copies of the data after cluster re-balances automatically.

= When cluster starts hitting capacity limits, add capacity by adding node(s) to the

cluster.

» Adjust cluster size with automatic data re-distribution and rebalancing.

<EROSPIKE ‘
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Read and Write Transactions

<EROSPIKE
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Read Transaction — Hybrid Memory Storage Example

PARTITION TABLE

User Application

P RI| R2| R3| R4 | RS
RECORD (USERKEY, SET NAME) O|lR|D |E |A |C
E

1
10 I 4 2 L—RlPEMDIbD HASH—>| DIGEST (l60 Brrg,) i = A D B
AC

PARTITION LD . 12 BI\TS J/ . ; : B v . |
L r s 2 494 c | |A | E |D

Dl |A|B |C

(0 -4095)

— o
MAsTER  REPLICA

9 s
) “PART\Tion MAP  (RF=2) "nsqt
/] RBRAD T X | T T TN~ T T T T T T
T:l R, S NDDE CLUSTER , REPLCATION FACTOR (RF)=2 \ PRIMARY ‘
= A gl |[c| | f E AN
gy

l |l 4

]
45 1 N\ RAM
R-B Tree search for Digest, find Prir}ag Index in RAM

|

AN
|olassT _]+ (RECORD METADATA |+ [DATA LOCATION + OTHERWFO) PRIMARY [NDEX — DATA LOCATION DATA
- i a )\ j<—8 BYTES —={<— 8BYTES —> T

6 | [ PRIMARY INDEX { '

- AN _4.'_}',[) loFfsﬂJ SIzE Pq NTER or DATA
7 7 @
Server \/

HYBRID MEMORY
MODEL

» Single Hop to Data.
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Create Transaction — Hybrid Memory Storage Example

PARTITION TABLE

User Application

Rl | R2| R3| R4 | RS
O|R|DP |E |A [C
l1lE|c|]A]|D|B

IFECORD (USERKEY, SET NAME)

1
» | 2 Y~ RIPEMDIEO HASH—>| DIGEST (160 BiTS)

4

ACL P?ST_‘TACS ';‘5’)-’3 le—[(12 e,\-rs_]—J

4L | B |A |E |D

3 Dle |A|B |C
panster. REPLCA |
» PART\TION MAP  (RF=2) ns1
5 NDDE CLUST ATION FACTOR (RF)=2. \ P\lzrt\‘w{\)r:t;v \

D ] E AT
1 ' ] ]
P i — RAM
R-B Tree search for Digest, find Is(lmary Index in RAM

\
[olagsT 1+ [Recorp MerapaTa |+ [ATA ochT IO-OTHERNES)  op Ry (WBEX — DATA LOCATION DATA
N \ j<—8 BYTES —»{<— 8BYTES —
6 PRIMARY INDEX 1= /
TD |oFfser| sizE| POINTER or DATA

\L N
o1 -bloceize @
Server %— w 8

> Writes go to write-block-buffer in RAM, asynchronously flushed to HYBRID MEMORY
device. Also replicate to replica node (B), then acknowledge client. MODEL

<EROSPIKE
<EROSPIKE
SUMMIT ‘19
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Update Transaction — Hybrid Memory Storage Example

41

AEROSPIKE SUMMIT

.. PARTITION TABLE
User Application
PIR™ RI| R2| R3| R4 | RS
EECORD(ussteV, SETNAME) R|D |E |A|C
12 /472'_|L—Rlpemoleo HASH—>| DIGEST (160 BITS) SRIEEN e A |D | B
PARTITION 1D 12 B\TS _J : 2 . . : :
ACL (O - 4095) ‘_C J qoq }: |2 A E D
ble [A]e[c
” / o tnster, REPLCA
b, 4_ PART\TION MAP RF=2)
5 ND DE m.ugs\z RE PLICATION FACTOR (RF)=2 Server
A —'C, D }E
L | 71 1 I
54
R-B Tree search for Digest, find Primary Index in RAM
DI@EST |+ (RECORD METADATA [+ [DATA LOCATION + OTHER INFo) PRIMRARY INDEX — DATA LOCATION
N "= 47 j<—8BYTES — >} BBYTES —>
BRIMARY T DEp 1D |oFgser]sizE| POINTER or DATA

"nsq"

\ PRIMRRY
INDEX

W

iRAMZ

DATA

PRIMARY INDEX — DATA LOCATION

j<—8BYTES —

/ Z
MAY \28 2 TBMAX
DEVICES

8MB MY

pO_lx NTER or DATA 8

-1

Update‘/

‘19 | Proprietary & Confidential | All rights reserved. © 2019 Aerospike Inc

EVICEFD

] DEVICE & 2.
|Dt VICE I
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Delete Transaction — Hybrid Memory Storage Examp

IN:'/I DELETE

L oo o

gﬁ cw 6@
CLIEN '

SERVE

42

AEROSPIKE SUMMIT

. . PARTITION TABLE
User Application
T PAS™ R | R2| R3[| R4 | RS
lRECORD(USERKEV, SET NAME) Ol R|D |E |A |C
10 2 [— RIPEMDI6D HASH—>| DIGEST (160 BITS) ilE|c|]A|D|B
pARTlT‘ON b)) ] 12 B\TS _J . & . i . .
ACL (0-4095) s 2 3 Gtpc |® |A |E |D
DleE |A B |C
9 , M:SQEEW&IPL“ A
paRTITION MAP  (RF=2)
S NDDE CLUSTER,, REPLICATION FACTOR (RF)=2
8
A l __g—:} c | |o ’r.—: Server
1 ' 7 I |
5
R-B Tree search for Digest, find Primary Index in RAM
+ RECORD METAD OATA mca-rmm—mnemi?) PRIMARY (NDEX A LOCATION
3B ot — BBYTES —
6 | ™Pr NDEX } 7 - |
1D SIzE| POINTER or DATA
' P

» Storage space recovered by
Defrag Thread of this disk.*—

7
MAX 128

» |If data-in-memory — RAM free'd

immediately.
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Batch Index Reads

\EFSER A PPLICATION
\

g] N

-~ key ] wd 0O|A
2 _ ARRAY OF KEYS ' e

&Ac{lL __..4 &

RE ASSEMBLE ey —
ALl READS > ko2

9/ 4yoqs| & |

S GROUP KEY.S
Eﬁlﬂ @ ¢ by masree

PARTI TION MAP

NsAMEORDE&i
. - __/ \[—T/ \/ﬁ___

LAl

B

e

.

= Client requests to read multiple records using an array of keys.

= ACL returns the result in the same order as the keys in a blocking call.
= Client must have adequate RAM to hold the entire expected result set.
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Scans

USER APPLICATION

!

SCAN ALL |
CALLBACK. | RecoRDs | (NAMESPRCE /[5ET1)

e

Results are pipelined in 1 MiB (1 x 22° Bytes) buffers.
Client consumes results as they come, in a callback function.
Scan ends when each node has returned EOF. Option to Fail-On-Cluster-Change.

Option to do Predicate Filtering or run User Defined Function (UDF) on server on each
scanned record.

<EROSPIKE
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Secondary Index Query

USER APPLICATION . BUILD SECONDARY INDEX ON A ‘BN’
' l .STRING : ESUALITY
. NUMERIC : EQUALITY OR RANEE

SECONDARY

CALLBACK | o11B% | (NAMESPRCE/ [5ETT)

L AC L : +OPTION TO DO ADDITIONAL

PRED\CATE FILTERING

_S._

SERVER

Results are pipelined in 1 MiB (1 x 22° Bytes) buffers.

Client consumes results as they come, in a callback function.

S| Query ends when each node has returned EOF. Option to Fail-On-Cluster-Change.
Option to aggregate results using a User Defined Function (Stream UDF) on entire result set.

<EROSPIKE
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