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Agenda

• About PhonePe

• Beginning with Aerospike

• Evolution

• Varied topologies we run

• Benefits

• Offerings we use

• Learnings

• A few asks! 
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2015

2020
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• 200M users

• 80M MAU

• ATV - $180+ bn

• Merchants - 10M across 

400 cities

• 500M+ monthly 

transactions

What we do?
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Guiding Principles

• Ability to handle huge volume of traffic

• Easily grow with traffic

• Resource utilisation

• Fair work distribution

• Monitoring

• Isolation & Shared-nothing

• Resilience

• XDR

• Capacity Planning
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The beginning
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Mailbox & Primer - Edge

• JWT Authorization

• Mobile Scale Request Polling

• 200K QPS

• < 1 ms

• > 200M objects

• Data in memory
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We run

• 30+ clusters of varying sizes

• Heterogenous profiles 

• Billions of records

• < 3 ms 99.9

• XDR enabled

• Not just speed (Data complexity)

• Consistency
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How?

• Microservices

• Isolation per service

• Profile independently

• Give developers a bit of freedom and evolve

• Treat SSDs as cheap RAM not pricey disk

• Sizing
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Compute
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Compute Scale

• Growth, Fraud

• Inline

• Mixed workload

• Complex data types

• ~ 2B objects

• ~ 200K QPS

• < 2 ms 99th - multi read

• Storage: Disk
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Personalization
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From a traditional pattern…
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Classical data models

TransactionId Amount merchantId providerId

TRAFIMY#31$ 200000 M1 P1

TRAFIMY$212 121131 M2 P2

TransactionId Amount merchantId providerId PartitionId

TRAFIMY#31$ 200000 M1 P1 1

TRAFIMY$212 121131 M2 P2 2

Growth? Shard?

Archive? TTL?
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How?

• Atomic

• Idempotence

• Faceting

• Evolution of proxies

• New World Imaging 

• Storage : Disk

• < 2 ms 99th - multi read

• Security

• Maintainability

• Getup fast! 
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Spatial Data

• Location tagged to all data

• Fast near-by searches 

• Enter/Exit geofences

• Region containing point

• 16 vertices covering India

• 50K queries, result set length = 10, concurrency = 8

• P99 -> 2.2s, mean -> 444 ms

• Varied TPS! - Density. 

• Modelling ain’t easy as well. 
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Evolution : “Nearly” all things to everyone! 
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Monitoring

• DC aware

• One stop shop

• Riemann/InfluxDB/Grafana

• For a sample metric collector, check this out

https://gist.github.com/koushikr/a170944f15be0c70f929d27588051a79
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Benefits

• Off the cuff

• New World Imaging

• Capacity Planning

• Shared nothing

• Predictability

• Cost

• Storage Models

• Scalability

• Monitoring
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XDR : AP

• As slow as the slowest DC - Hey 5.0! (Add-on)

• Migrations

• Characteristics under clock/heartbeats 

• Checksumming
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XDR - AA 

• Active-Active - Concurrent updates

• WAN latencies 

• Application heavy-lifting - Faceting

• Aggregates?
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Memory Allocation - OOM

• Cold-start eviction, OOM during eviction

• data-in-memory=true

• 60% HWM is no blanket

• Capacity Planning

• 0% available space!

used_m_pct + [used_mem_pct / (# of nodes -
accepted_#_of_failure_nodes)] + 3 % 
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Backup & Restore

• Tune like that suits you! - Be wary of the scans though! 

• Restore & Loader utility! - Use native client library instead

• Try backing up namespaces - Avoid multiple scans

• The gzip hurdle!

• Backup into formats

• Save time compression? (single-bin - application compression is the alternate)

• Incremental backups 
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NUMA Pinning

• Locality of Reference

• auto-pin

• Recommendation : Don’t! 

• Non-trivial

• Sizing becomes a hassle

• Maintenance
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And…

• asvalidation helps, but for detection

• —cdt-fix-ordered-list-unique - has version compatibility

• CDTs may need application level heavy lifting

• XDR may slow down during migrations 

• Governance

• Container Environments

• Strong Consistency 

• Quotas

• Probabilistic Data Structures

• On OSX
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And…

• AerospikeClient for both sync and async operations

• LoggingFacility

• WritePolicy.sendKey

• Don’t use the Value or Bin constructors

• recordExistsAction : REPLACE policy. UPDATE does a read ops from disk

• sleepBetweenRetries

• Batch reads, record too big - the dreaded 22!
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Summary

• It just works, happy people! 

• Excellent support

• Smaller teams, no maintenance headache

• Predictability

• Heterogenous business use-cases

• Scales without hassle to millions
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Thank you


