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PANDEMIC RESPONSE TECHNOLOGY INITIATIVE
T0 COMBAT CORONA VIRUS
$50M

INTEL COVID-19
RESPONSE & READINESS ONLINE LEARNING INNOVATION FUND

Increase availability of technology and Expand access to online learning Support partner and employee-led
solutions used by hospitals to resources for students in relief projects addressing critical
diagnose and treat COVID-19 underserved communities local community needs

Accelerate worldwide capacity, capability
and policy to respond to current and
future pandemics

SOLVING THE WORLD'S GREATEST CHALLENGES

e

HROUGH NEW TECHNOLOGY-BASED INNOVATIONS & APPROACHES g



DRAM TECHNOLOGY SCALING PRUBLEM

RATE OF GROWTH GAP BETWEEN
INDRAM DENSITY IS SLOWING DATA & MEMORY CAPACITY IS INCREASING
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RE-ARCHITECTING THE MEMORY | STORAGE HIERARCHY

{MEMURY

* PERSISTENT MEMORY i

STORAGE SSDPERTURMANL
FAENTSTORAGE

TTTTTTT

INTEL" 3D NAND SSD

HDD / TAPE

COLD TIER
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(inte) OPTANE

PERSISTENT MEMORY

B16 & AFFORDABLE MEMORY 128, 256, 51268
2 MODES OF OPERATIONS:
DDR4 PIN COMPATIBLE APP DIRECT & MEMORY MODE
DIRECTLOAD/STOREACCESS g HARDWARE ENCRYPTION
HIGHPERFORMANCESTORAGE o HIGH RELIABILITY

Launched on April 2"9, 2019
Available from all major OEMs



intel)

DELIVERING REAL CUSTOMER VALUE WITH
INTEL” OPTANE ™ PERSISTENT MEMORY

GO FASTER

SAVEMORE

30% SAVING
VS IBM POWER
(SAP HANA)

e

"% 20% COST SAVINGS
BT® (VMWARE)

_ 1.3X TCO BENEFITS
@ Kingsoft Cloud (REDIS)

® NTT

BETTER TCO
(POSTGRESAQL)

48% TCO SAVINGS

> ¥59n (REDIS)

00 MORE

10X LATENCY

PayPal IMPROVEMENT
(AEROSPIKE)
| 2X MORE VMS
SK telecom (5G MEC)
IMPROVED EASE OF
t% R3IE ~ ADOPTION AND
KUAISHOU TECHNOLOGY MANAGEM ENT
DATABASE
SDUKE  CONSOLIDATION
(HADOOP, MYSQL)
‘a!ﬂm“miﬂﬂns 2X DB FOOTPRINT
- (SAP HANA)

.&ﬁ % NETEASE

www-163-com

40% FASTER PERF
(REDIS)

Asialnfo ~68% LOWER LATENCY

PSRz

UCSan Diego

@ phDenixNAP"
GLOBAL IT SERVICES

Montefiore

(CUSTOM BILLING)

~17X MORE PERF
(MONGODB, MYSAQL)

3X FASTER
(Al ON VMWARE)

7X FASTER QUERIES
(ALLEGROGRAPH)

Source: https://dcgresourtes_.intel.com/asset—library/intel—optane—dc—persistent—memory—nda—public—poc—customers/



AGROWING ECOSYSTEMFOR (ied OPTANE »

PERSISTENT MEMORY
SOFTWARE
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INTEL® OPTANE™ PERSISTENT MEMORY
OEM READINESS

sus | e perl FUﬁTSU G, H3C  HewtettPackard

(of LY of o) GloETae Enterprise
ESC 8000 and UCS B-series, PowerEdge R640, CELSIUS, Rack, Tower, HPC and Uniservers ProLiant DL360,
4000 series Coseries anCimmee | R740, R740xd, R840, PRIMEQUEST, and HCl servers DL380, DL560, DL580,
nanyp R940, R940xa, MX740c, PRIMERGY SY480, SY660,
RS720, 700, 540, 520, HX-series servers
and MX840c Superdome Flex

and 500 series,

Z11 series server

&"4 inspur | ( i"tel,w) JABIL | Lenovo | oORACLE G:
HUAWEI QCT

FusionServer Pro NF5280M5, NF5180M5, Server Family CI-1000 Series ThinkSystem servers Exadata X8M QuantaPlex QuantaGrid
NF5288M5, NF5466M5, S2600BPR 4 ;
NF8260M5, NF8480M5,| | (Buchanan Pass), ChadoRiesies
TS860M5, i24, 148 . ClI-2400 Series
Server Family
S2600WPR (Wolf Pass)



AEROSPIKE & INTEL: BETTER TOGETHER

AEROSPIKE DATA PLATFORM:

Edge database
Transaction database
Core database

Query database

Spark, Kafka, JMS
integrations

‘ INTEL HARDWARE ARCHITECTURE:

» 2nd Gen Intel® Xeon®
Platinum 8280 processor

* Intel® Optane™ Persistent
Memory

= |ntel® Ethernet 800 Series
with Application Device
Queues (ADQ)

REAL-TIME, EXTREME SCALE
APPLICATIONS

Digital payments

Fraud detection
Recommendation engines
Customer 360

loT

Al and ML



AEROSPIKE & INTEL: BETTER TOGETHER

(inted) OPTANE

PERSISTENT MEMORY

- *} Ethernet 800 Series
('ntel, with ADQ

<EROSPIKE

Next Generation,
NoSQL Data Platform

2000% FASTER

10TB/SEC DATA INGESTED

“Aerospike running on Intel Optane Persistent Memory
DIMMs is 2000% FASTER' than anything else out there.”

THERESA MELVIN: Chief Architect of Al-Driven Big Data Solutions, HPE Labs

75% IMPROVEMENT

in transaction volumes? running on Intel Ethernet 800 Series NICs
with Application Device Queues (ADQ).

135X REDUCTION

S

- Iinrestart time3 running on 2nd Gen Intel Xeon Platinum 828OL

+ Intel Optane Pers:stent Memory.

10,



BENEFITS OF AEROSPIKE & INTEL

INCREMENTALSAVING  BREAKTHROUGH SCALABILITY ~ OVERCOMING BARRIERS

[ vas ] vag+ |

= STORINGINDEKESANDDATAININTEL | pomrms psmmn v

OPTANE PERSISTENT MEMORY IS —_— BUILD FASTER REAL-TIME SOLUTIONS

MUCH LOWER COST THAN IN DRAM oo i v
- HIGHER CAPACITY THAN DRAM QRN G, U MINIMIZE DOWNTIME WHILE ELIMINATING DATALOSS

FURTHER REDUCES SERVER COUNT SBE |

AND COST v | THANDRAM' EXPAND SCALE WHILE MAINTAINING PERFORMANCE
= FARLESS OPERATIONAL COSTS WITH S v

FASTER RESTART TIMES s Storage STORAGE REDUCE COMPLEXITY AND COST

1 The up to 4Xincrease in memory per server is based on a typical, two-secket server configured with 24 x 64 GB'DRAM DIMMs (= 1.5 TB of memory) versus the same server configured with 12 x 512 GB Intel® Optane™ persistent memory modules (=
6.0 TB of memory). o v D



(inted) OPTANE"» APACHE PASS

PERSISTENT MEMORY

For rocessor above, Intel® Optane™ DC Persistent Memory will be supported on select SKUs

FUTURE

COOPER LAKE |

|CE LAKE

BARLOW PASS

SAPPHIRE

RAPIDS

3RD GEN INTEL
PERSISTENT MEMORY

FUTl{% léﬁlTEl
PROCESSOR

4™ GEN INTEL
PERSISTENT MEMORY

Ly

s o 3 ’ ‘ T
*.+. Intelinternal Only. . . ==
' ¢ 1 8'0s ¢
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BIG MEMORY BRE FOR EST -
DATA CHALLENGE: w %

Signin

SOLUTIONS

RESOURGES

Products  Solutions  Support @

UsA(engish) @ Senin & Q

yyyyyy

INTEL" OPTANE" lll: PERSISTENT MEMORY

Products Features and Performance

PRODUCT

Target Workloads Support

USA (English) @ Signin & Q

e )

Intel Customer Spotlight

HIGHLIGHTING DATA- GENTRIC INNOVATION

Explore the latest customer stories,

Lawrence | W=
Livermore Sinclair ExxonMabil
National Lab loT customer spotlght. Cusgaper soigha webiva
Customet spotlight webinar: w’"h“"?fi"”’ W
‘Watch the webinar»
.


https://www.intel.com/content/www/us/en/customer-spotlight/overview.html
https://www.intel.com/content/www/us/en/products/memory-storage/optane-dc-persistent-memory.html
http://www.intel.com/optanepersistentmemory
http://www.intel.com/optanepersistentmemory
https://www.intel.com/content/www/us/en/products/memory-storage/optane-dc-persistent-memory.html
https://www.intel.com/content/www/us/en/customer-spotlight/overview.html
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APPENDIX C- OPTANE PMEM PERFORMANCE

Performance results are based on testing as of dates shown in configuration and may not reflect all publicly available security updates. No product or component can be absolutely secure. Software and
workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully
evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit

Intel® Optane™ persistent memory pricing & DRAM pricing as of September 17, 2019. Pricing referenced in TCO calculations is provided for guidance and planning purposes only and does not constitute a final
offer. Pricing guidance is subject to change and may revise up or down based on market dynamics. Please contact your OEM/distributor for actual pricing.

Virtualized SQL

Performance results are based on testing as of Feb. 1, 2019 and may not reflect all publicly available security updates.

Baseline configuration (DRAM): 2x 2nd Gen Intel® Xeon® Platinum 8276 @ 28 cores/socket. Memory: 768 GB (24x32 GB DDR4@2666 MHz). Network: Intel® X520 SR2 (10 Gbps).

Storage: 8x Samsung* PM963M.2 960 GB, 4x Intel® SSDs S3600 (1.92 TB). BIOS: WW02'19. OS/VM: Windows Server 2019. WL Version: OLTP Cloud Benchmark (internal private customer confidential workload).
Dataset/instance or workload size: 1.1 TB. Security mitigations: variants 1,2,3 enabled. Performance of 22 SQL VM instances.

New config (PMem): 2x 2nd Gen Intel® Xeon® Platinum 8276 @ 28 cores/socket. Memory: 1 TB (8x128 GB Intel® Optane™ DC persistent memory in Memory Mode + 12x 16 GB DDR4@2666 MHz). Network: Intel®
X520 SR2 (10 Gbps). Storage: 8x Samsung* PM963M.2 960 GB, 4x Intel® SSDs S3600 (1.92 TB). BIOS: WW02'19. OS/VM: Windows Server 2019. WL Version: OLTP Cloud Benchmark (internal private customer
confdential workload). Dataset/instance or workload size: 1.5 TB. Security mitigations: variants 1,2,3 enabled. Performance of 30 SQL VM instances.

VMware vSAN

Intel internal testing as of March 31, 2019. Base configuration: four nodes, 2 x Intel® Xeon® Gold 6230 processor, Intel® Server Board S2600WFT, total memory: 384 GB, 12 slots/32 GB/2,666 megatransfers per
second (MT/s) DDR4 RDIMM, Intel® Hyper-Threading Technology (Intel® HT Technology) enabled, Intel® Turbo Boost Technology enabled, Intel® Volume Management Device (Intel® VMD) enabled, storage
(boot): 1 x 960 GB Intel® SSD 3520 M.2 SATA, storage (cache): 2 x 375 GB Intel® Optane™ SSD DC P4800X PCle* with NVM Express* (NVMe*), storage (capacity): 6 x 2 TB Intel SSD DC P4510 PCle with NVMe;
network devices: 1 x 25Gb Intel® Ethernet Converged Network Adapter XX710-DA2, network speed: 10 GbE, OS/software: VMware vSphere 6.7.0* build 10764712. Benchmark: VMware VMmark* for
Incremental Memory, performance of 95 VMs. VMware VMmark?® is a product of VMware, Inc.

PMem configuration: four nodes, 2 x Intel Xeon Gold 6252 processor, Intel Server Board S2600WFT, total memory: 512 GB Intel® Optane™ DC persistent memory, 4 slots/128 GB/2,666 MT/s and 128 GB 8
slots/16 GB/2,666 MT/s DDR4 RDIMM, Intel HT enabled, Intel Turbo Boost Technology enabled, Intel VMD enabled, storage (boot): 1 x 960 GB Intel SSD 3520 M.2 SATA, storage (cache): 2 x 375 GB Intel Optane
SSD DC P4800X PCle with NVMe, storage (capacity): 6 x 2 TB Intel SSD DC P4510 PCle with NVMe; network devices: 1 x 25Gb Intel Ethernet Converged Network Adapter XX710-DA2, network speed: 25 GbE,
OS/software: vSphere 6.7.0, build 10764712. Benchmark: VMware VMmark* for Incremental Memory, performance of 152 VMs. VMware VMmark® is a product of VMware, Inc.


http://www.intel.com/benchmarks

APPENDIX C- OPTANE PMEM PERFORMANCE

Performance results are based on testing as of dates shown in configuration and may not reflect all publicly available security updates. No product or component can be absolutely secure. Software and
workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully
evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit

Intel® Optane™ persistent memory pricing & DRAM pricing as of September 17, 2019. Pricing referenced in TCO calculations is provided for guidance and planning purposes only and does not constitute a final
offer. Pricing guidance is subject to change and may revise up or down based on market dynamics. Please contact your OEM/distributor for actual pricing.

Spark

Tested by Intel on February 24th 2019. Common testing details: 2x 2nd Gen Intel Xeon Platinum 8280M processor, 8xHDD ST1000NX0313, BIOS: SE5C620.86B.0D.01.0134.100420181737, OS: Fedora
release 29, kernel: 4.20.6-200.fc29.x86_64, 1-replica uncompressed & plain encoded data on Hadoop, Spark: 1 * Driver (5GB) + 2 * Executor (62 cores, 74GB), spark.sql.oap.rowgroup.size=1MB, Oracle JDK
1.8.0_161, 3TB data scale, 9 /O intensive queries, 9 threads. Memory config of baseline: 24x32GB DDR4. Memory config of system with Intel Optane Persistent memory: 8x128GB PMem in App Direct Mode +
12x16GB DDRA4.

SAP HANA

2.4x better runtime performance: Performance results are based on testing by Intel® IT as of March 12, 2019. Baseline: three-node (1-master + 2-slave) SAP HANA® 2 scale-out configuration. Per Node: 4 x Intel®
Xeon® processor E7-8880 v3 (2.3 GHz, 150 W, 18 cores ), CPU sockets: 4; microcode: 0x400001c; RAM capacity: 64 x 32 GB DIMM, RAM model: DDR4 2133 Mbps; storage: GPFS, approximately 21.8 TB of
formatted local storage per node, SAN storage for backup space only; network: redundant 10 gigabit Ethernet (GbE) network for storage and access, redundant 10G network for node-to-node; OS: SUSE 12
SP2* SAP HANA: 2.00.035, GPFS: 4.2.3.10. Average time of 50 individual test queries executed 30-50 times each, for a total of approximately 25,000 steps: 2.81 seconds.

New configuration, one master node SAP HANA 2 scale-up configuration: CPU: 4 x 2nd Generation Intel® Xeon® Platinum 8260 processor (2.2 GHz, 165 W, 24 cores), CPU sockets: 4; microcode: 0x400001c,
RAM capacity: 24 x 64 GB DIMM, RAM model: DDR4 2133 Mbps; Intel® Optane™ DC persistent memory: 24 x 126 GB PMM; storage: XFS*, 21 TB; network: redundant 10 GbE network; OS: SUSE 15, SAP HANA:
2.00.035, Intel BKC: WWO6. Average time of 50 individual test queries executed 30-50 times each, for a total of approximately 25,000 steps: 1.13 seconds.


http://www.intel.com/benchmarks

LEGAL DISCLAIMERS

All information provided here is subject to change without notice.

The products described in this document may contain design defects or errors known as errata which may cause the product to deviate from published specifications.
Current characterized errata are available on request.

Intel technologies may require enabled hardware, software, or service activation.

Intel disclaims all express and implied warranties, including without limitation, the implied warranties of merchantability, fitness for a particular purpose, and non-
infringement, as well as any warranty arising from course of performance, course of dealing, or usage in trade.

Performance results are based on testing as of dates shown in the configurations and may not reflect all publicly available security updates. See backup for configuration
details. No product or component can be absolutely secure.

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and
MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to
vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product
when combined with other products. For more complete information visit www.intel.com/benchmarks.

Your costs and results may vary.
Intel does not control or audit third-party data. You should consult other sources to evaluate accuracy.
Results have been estimated or simulated.

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its subsidiaries. Other names and brands may be claimed as the
property of others.
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